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#### Abstract

In this paper we propose a novel implementation of the level set method that achieves real-time level-set-based video tracking. In our fast algorithm, the evolution of the curve is realized by simple operations such as switching elements between two linked lists and there is no need to solve any partial differential equations. Furthermore, a novel procedure based on Gaussian filtering is introduced to incorporate boundary smoothness regularization. By replacing the standard curve length penalty with this new smoothing procedure, further speedups are obtained. Another advantage of our fast algorithm is that the topology of the curves can be controlled easily. For the tracking of multiple objects, we extend our fast algorithm to maintain the desired topology for multiple object boundaries based on ideas from discrete topology. With our fast algorithm, a real-time system has been implemented on a standard PC and only a small fraction of the CPU power is used for tracking. Results from standard test sequences and our realtime system are presented.


## 1. Introduction

Real-time tracking of object boundaries is an important task in many vision applications such as video surveillance, video conferencing, and human-computer interaction, etc. Parametric contours have been applied successfully to achieve real-time performance[12, 7, 6, 19], but they have difficulties in handling topological changes such as the merging and splitting of object regions. For this purpose, the level set method[15] is a more powerful technique and various models have been proposed $[2,16,4,14,9,21]$. But the high computational cost of the level set method has

[^0]limited its popularity in real-time scenarios. In this paper, we propose a novel approach to implement the level set method. Our approach does not need to solve any partial differential equations (PDEs), thus reducing the computation dramatically compared with optimized narrow band techniques proposed before. With our approach, real-time level-set-based video tracking can be achieved.

Tracking models using level sets can be classified as edge-based or region-based. In [16], a geodesic model that combines motion and edge information was proposed. Such edge-based models can be traced back to the snake model in [13]. Based on morphing images, an early work on region-based tracking was proposed in [2]. Using the difference between the current frame and a reference background, a region-based model was proposed in [4]. By generalizing the region competition[22] idea, statistical approaches become quite popular recently. In [14, 21], the feature distributions of both the object and background regions were used for tracking. In [9], a predefined distribution for the object region was tracked by minimizing a Kullback-Leibler or Bhattacharyya distance.

Considerable work has been done to improve the speed of level-set-based curve evolution. The basic idea has been to limit the solution of the level set PDE to a narrow band around the zero level set[1, 17, 20, 16], but issues such as narrow band construction, reinitialization and step size control still make existing level set methods computationally too expensive for real-time tracking.

The novel implementation we propose in this paper avoids the above problems. Our approach is based on the key observation that implicitly represented curves can be moved by simply switching elements between two linked lists. We also propose a Gaussian filtering process to replace curvature-based smoothing, and this further speeds up our algorithm. Another advantage of our method is that ideas for controlling topological changes in [11] can be incorporated into our algorithm easily, which can be important for the tracking of multiple objects and medical imaging applications. With our fast level set implementation, we have
developed a region-based real-time video tracking system requiring only a small fraction of the CPU power on a standard PC, leaving computational power available for other tasks, such as recognition, trajectory analysis, etc.

The rest of the paper is organized as follows. In Section 2 , we present the tracking model used in this paper. Our fast level set implementation for the two-region case is then presented in Section 3. For the case of multiple object regions, we extend our fast algorithm to incorporate topology control capabilities in Section 4. Real-time tracking results are presented in Section 5. Finally conclusions are made in Section 6.

## 2. Tracking Model

In this paper, we use a region-based tracking model based on the region competition[22] idea, but our fast level set implementation is also applicable for edge-based models.

We assume each scene of the video sequence is composed of a background region $\Omega_{0}$ and $M$ object regions $\Omega_{1}, \Omega_{2}, \cdots, \Omega_{M}$. The boundaries of these $M$ object regions are denoted as $C_{1}, C_{2}, \cdots, C_{M}$. We model each region with a feature distribution $p\left(\underline{v} \mid \Omega_{m}\right)(m=$ $0,1, \cdots, M)$, where $\underline{v}$ is the feature vector defined at each pixel. For example, the features can be the color, the output of a filter bank designed to model textures, or other visual cues. Assuming that the feature distribution at each pixel is independent, the tracking result of each frame is the minimum of the following region competition energy:

$$
\begin{equation*}
E=\underbrace{-\sum_{m=0}^{M} \int_{\Omega_{m}} \log p\left(\underline{v}(\underline{x}) \mid \Omega_{m}\right) d \underline{x}}_{E_{d}}+\underbrace{\lambda \sum_{m=1}^{M} \int_{C_{m}} d s}_{E_{s}} \tag{1}
\end{equation*}
$$

where $E_{d}$ is the data fidelity term that represents the likelihood of the current scene, $E_{s}$ is for smoothness regularization and is proportional to the length of all curves, and $\lambda$ is the non-negative regularization parameter.

By computing the first variation of this energy, the curve evolution equation for the minimization of this energy is:

$$
\begin{equation*}
\frac{d C_{m}}{d t}=\left(F_{d}+F_{s}\right) \vec{N}_{C_{m}}(m=1,2, \cdots, M) \tag{2}
\end{equation*}
$$

where $\vec{N}_{C_{m}}$ is the normal of $C_{m}$ pointing outward, and $F_{d}$ and $F_{s}$ are the speed resulting from $E_{d}$ and $E_{s}$, respectively. The speed $F_{d}$ represents the competition between two regions and it is $F_{d}=\log \left[p\left(\underline{v}(\underline{x}) \mid \Omega_{m}\right) / p\left(\underline{v}(\underline{x}) \mid \Omega_{\text {out }}\right)\right]$, where $\Omega_{\text {out }}$ denotes the region outside $C_{m}$ at $\underline{x} \in C_{m}$. The speed $F_{s}$ makes the curve smooth and it is $F_{s}=\lambda \kappa$, where $\kappa$ is the curvature.


Figure 1. The implicit representation of the curve $C_{1}$ and the two lists $L_{i n}$ and $L_{\text {out }}$ in the neighborhood of $C_{1}$.


Figure 2. Illustration of the motion of the curve $C_{1}$ by switching pixels between $L_{i n}$ and $L_{\text {out }}$.

Since the focus of this paper is on real-time level set implementation for video tracking, we use a simple tracking strategy as follows. For each frame, we use the tracking results from the last frame as the initial curves, and then evolve each curve according to (2) to locate the object boundaries in the current frame. Once it stops, we move on to track the next frame of the video sequence.

## 3. Fast Level Set Implementation

In this section, we present a fast level set implementation of the curve evolution process in (2) when the scene is composed of only the background $\Omega_{0}$ and a single object region $\Omega_{1}$. Extensions are then made to track multiple objects with different feature distributions in the next section.

To represent the background $\Omega_{0}$ and the object region $\Omega_{1}$, we use a level set function $\phi$ which is negative in $\Omega_{1}$ and positive in $\Omega_{0}$. Based on this representation, we define two lists of neighboring pixels $L_{i n}$ and $L_{o u t}$ of $C_{1}$ as shown in Fig. 1. Formally, they are defined as:
$L_{\text {out }}=\left\{\underline{x} \mid \phi(\underline{x})>0\right.$ and $\exists \underline{y} \in N_{4}(\underline{x})$ such that $\left.\phi(\underline{y})<0\right\}$,
$L_{i n}=\left\{\underline{x} \mid \phi(\underline{x})<0\right.$ and $\exists \underline{y} \in N_{4}(\underline{x})$ such that $\left.\phi(\underline{y})>0\right\}$
where $N_{4}(\underline{x})$ is a 4-connected discrete neighborhood of a pixel $\underline{x}$ with $\underline{x}$ itself removed.

In conventional implementations of the level set method, an evolution PDE is solved either globally on the whole domain or locally in a narrow band to evolve the curve according to (2). Our fast level set implementation is based on the key observation that the implicitly represented curve $C_{1}$ can be evolved at pixel resolution by simply switching the neighboring pixels between the two lists $L_{\text {in }}$ and $L_{\text {out }}$. For example, as we show in Fig.2, the curve $C_{1}$ moves outward at pixel $A$ and shrinks and splits at pixel $B$ compared with the curve shown in Fig.1. This motion can be realized by simply switching pixel $A$ from $L_{o u t}$ to $L_{i n}$, and pixel $B$ from $L_{\text {in }}$ to $L_{\text {out }}$. By doing this for all the pixels in $L_{i n}$ and $L_{\text {out }}$, the curve can be moved inward or outward for one pixel everywhere in one scan. Since the curve is still represented implicitly, topological changes can be handled automatically. With this idea, we can achieve level-setbased curve evolution at pixel resolution and this is usually enough for many imaging applications. Next we present the details of our fast algorithm.

### 3.1 Basic Algorithm

The data structure used in our implementation is as follows:

- An array for the level set function $\phi$;
- An array for the evolution speed $F$;
- Two bi-directionally linked lists of neighboring pixels: $L_{\text {in }}$ and $L_{\text {out }}$.
Besides the inside and outside neighboring pixels contained in $L_{i n}$ and $L_{o u t}$, we call those pixels inside $C_{1}$ but not in $L_{i n}$ as interior pixels and those pixels outside $C_{1}$ but not in $L_{\text {out }}$ as exterior pixels. For faster computation, we define $\phi$ as follows:

$$
\phi(\underline{x})= \begin{cases}3 & \text { if } \underline{x} \text { is an exterior pixel, }  \tag{3}\\ 1 & \text { if } \underline{x} \in L_{o u t}, \\ -1 & \text { if } \underline{x} \in L_{\text {in }}, \\ -3 & \text { if } \underline{x} \text { is an interior pixel. }\end{cases}
$$

To switch pixels between $L_{i n}$ and $L_{o u t}$, we define two basic procedures on our data structure.

The procedure switch_in() for a pixel $\underline{x} \in L_{\text {out }}$ moves the curve outward one pixel at $\underline{x}$ by switching it from $L_{\text {out }}$ to $L_{\text {in }}$ and adding all its neighboring exterior pixels to $L_{\text {out }}$. Formally this procedure is defined as follows:
switch_in $(\underline{x})$ :

- Step 1: Delete $\underline{x}$ from $L_{o u t}$ and add it to $L_{i n}$. Set $\phi(\underline{x})=-1$.
- Step 2: $\forall \underline{y} \in N_{4}(\underline{x})$ satisfying $\phi(\underline{y})=3$, add $\underline{y}$ to $L_{\text {out }}$, and set $\phi(\underline{y})=1$.

Similarly, the switch_out() procedure that moves the curve inward one pixel at $\underline{x} \in L_{i n}$ is defined as follows:

```
switch_out(\underline{x}):
```

- Step 1: Delete $\underline{x}$ from $L_{\text {in }}$ and add it to $L_{o u t}$. Set $\phi(\underline{x})=1$.
- Step 2: $\forall \underline{y} \in N_{4}(\underline{x})$ satisfying $\phi(\underline{y})=-3$, add $\underline{y}$ to $L_{i n}$, and set $\phi(\underline{y})=-1$.

To track the object boundary, we compute the speed at all pixels in $L_{o u t}$ and $L_{i n}$ and store their sign in the array $F$. We first scan through the list $L_{\text {out }}$ and apply a switch_in() procedure at a pixel if $F=+1$. After this scan, some of the pixels in $L_{i n}$ become interior pixels and they are deleted. We then scan through the list $L_{i n}$ and apply a switch_out () procedure for a pixel with $F=-1$. Similarly, exterior pixels in $L_{\text {out }}$ are deleted after this scan. At the end of this iteration, a stopping condition is checked. If it is satisfied, we stop the evolution; otherwise, we continue this iterative process. In our implementation, the following stopping condition is used:

Stopping Condition. The curve evolution algorithm stops if either of the following conditions is satisfied:
(a) The speed at each neighboring pixel satisfies:

$$
\begin{align*}
& F(\underline{x}) \leq 0 \quad \forall \underline{x} \in L_{\text {out }} \\
& F(\underline{x}) \geq 0 \quad \forall \underline{x} \in L_{\text {in }} \tag{4}
\end{align*}
$$

(b) A pre-specified maximum number of iterations is reached.

The condition in (4) is very intuitive in the sense of region competition. When the curve is on the object boundary, all the pixels in $L_{o u t}$ are in the background and all the pixels in $L_{i n}$ are in the object region. When (4) is satisfied, they disagree with each other on which direction to move the curve and convergence is reached. When the data is noisy or there is clutter, regularization is necessary and (4) may not be always satisfied in the final curve. Thus part (b) of the condition is also necessary to stop the evolution.

The above algorithm can be applied to arbitrary speed fields and speeds up the evolution process in (2) dramatically compared with previous narrow band techniques based on solving the level set PDE. For the curve evolution equation in (2), we can achieve a further speedup by introducing a novel scheme that separates the evolution driven by the data dependent speed $F_{d}$ and the smoothing speed $F_{s}$ into two different cycles. In spirit, this idea is similar to the work in [10] which proposed a fast method to implement the Chan-Vese model[5] over the whole domain, but the two-cycle algorithm we present next is still based on updating the two linked lists $L_{i n}$ and $L_{o u t}$ to evolve the implicitly represented curve.

### 3.2 Two-cycle Algorithm

In the curve evolution equation in (2), the speed $F_{s}$ for smoothness regularization is a function of the curvature, which is computationally quite expensive to evaluate generally. However when the level set function is chosen as the signed distance function, the curvature takes a simpler form and equals the Laplacian of $\phi$. From the theory of scale-space[18], we know that evolution of a function according to its Laplacian is equivalent to Gaussian filtering the function. Motived by this observation, we propose to incorporate smoothness regularization using a Gaussian filtering process to further speed up our algorithm.

Let us denote an isotropic Gaussian filter of size $N_{g} \times N_{g}$ as $G$. To smooth the zero level set, we compute the response of $\phi$ to the Gaussian filter only at pixels in the two lists $L_{\text {in }}$ and $L_{\text {out }}$. Due to the need of maintaining our data structure, we do not take the output of the Gaussian filter directly. Only when the sign of the output is different from the original value of $\phi$ at a pixel, we apply a switch $\_i n()$ or switch_out () procedure to move the zero level set; otherwise, the original value of $\phi$ is kept.

To combine this smoothing process with the evolution of the data dependent speed $F_{d}$, we propose a two-cycle algorithm. In the first cycle of our algorithm, we evolve the curve according to $F_{d}$ using the fast algorithm proposed in Section 3.1. In the second cycle, we apply the Gaussian filtering process to incorporate smoothness regularization. The details of this algorithm are listed in Table 1.

Two factors make this two-cycle algorithm faster than curvature-based regularization. When the noise is low, we can reduce the parameter $N_{g}$ or increase the parameter $N_{a}$ to reduce the percentage of computation allocated for smoothness regularization. The second reason is that we can implement the Gaussian filtering process with integer operations since we only care about the sign of its output.

To conclude, we will use the two-cycle algorithm in our level-set-based tracking. With this fast implementation, real-time tracking can be achieved.

## 4. Tracking Multiple Objects

In this section, we extend our fast algorithm to track multiple objects with different feature distributions.

For the representation of multiple object regions, we use two functions: one region indication function $\psi$ and one level set function $\phi$. This simple representation is motivated by the work in [8]. The region indication function is defined as follows:

$$
\begin{equation*}
\psi(\underline{x})=m, \quad \text { if } \underline{x} \in \Omega_{m}(m=0,1, \cdots, M) . \tag{5}
\end{equation*}
$$

For the tracking of each frame, we assume the initial curves for all the object regions are separated by the background

## Table 1. The Two-cycle Fast Algorithm

- Step 1: Initialize the array $\phi, F_{d}$, the two lists $L_{o u t}$ and $L_{i n}$.
- Step 2(cycle one): For $\mathrm{i}=1: N_{a}$ do
- Compute the speed $F_{d}$ for pixels in $L_{o u t}$ and $L_{i n}$;
- For each pixel $\underline{x} \in L_{\text {out }}$, switch_in( $\left.\underline{x}\right)$ if $F_{d}(\underline{x})>0 ;$
- For each pixel $\underline{x} \in L_{i n}$, if $\forall \underline{y} \in N(\underline{x}), \phi(\underline{y})<$ 0 , delete $\underline{x}$ from $L_{i n}$, and set $\phi(\underline{x})=-3$.
- For each pixel $\underline{x} \in L_{i n}$, switch_out $(\underline{x})$ if $F_{d}(\underline{x})<0 ;$
- For each pixel $\underline{x} \in L_{o u t}$, if $\forall \underline{y} \in N(\underline{x}), \phi(\underline{y})>$ 0 , delete $\underline{x}$ from $L_{\text {out }}$, and set $\phi(\underline{x})=3$.
- Check the stopping condition. If it is satisfied, go to Step 3; otherwise continue this cycle.
- Step 3(cycle two): For i=1: $N_{g}$ do
- For every pixel $\underline{x}$ in $L_{o u t}$, compute $G \otimes \phi(\underline{x})$. If $G \otimes \phi(\underline{x})<0$, switch_in $(\underline{x})$;
- For each pixel $\underline{x} \in L_{i n}$, if $\forall \underline{y} \in N(\underline{x}), \phi(\underline{y})<$ 0 , delete $\underline{x}$ from $L_{i n}$, and set $\phi(\underline{x})=-3$.
- For every pixel $\underline{x}$ in $L_{i n}$, compute $G \otimes \phi(\underline{x})$. If $G \otimes \phi(\underline{x})>0$, switch_out $(\underline{x})$.
- For each pixel $\underline{x} \in L_{o u t}$, if $\forall \underline{y} \in N(\underline{x}), \phi(\underline{y})>$ 0 , delete $\underline{x}$ from $L_{\text {out }}$, and set $\phi(\underline{x})=3$.
- Step 4: If the stopping condition is satisfied in cycle one, terminate the algorithm; otherwise, go back to Step 2.
region, but arbitrary topology is allowed in the final tracking result. The level set function $\phi$ is negative inside all the object regions and positive in the background. For each object region $\Omega_{m}(1 \leq m \leq M)$, two lists of neighboring pixels $L_{\text {in }}^{m}$ and $L_{\text {out }}^{m}$ can be defined as we did for the case of single object region. Here the interior pixels are those pixels inside the object regions but not contained in any $L_{i n}^{m}$, and exterior pixels are those pixels in the background but not in any $L_{\text {out }}^{m}$. Similar to the two region case, the level set function is defined as:

$$
\phi(\underline{x})= \begin{cases}3 & \text { if } \underline{x} \text { is an exterior pixel, }  \tag{6}\\ 1 & \text { if } \underline{x} \in L_{\text {out }}^{m} \text { for any } 1 \leq m \leq M, \\ -1 & \text { if } \underline{x} \in L_{i n}^{m} \text { for any } 1 \leq m \leq M, \\ -3 & \text { if } \underline{x} \text { is an interior pixel. }\end{cases}
$$

To evolve the $M$ curves $C_{1}, C_{2}, \cdots, C_{M}$ and keep track of all the regions, we evolve $\phi$ and $\psi$ simultaneously while
keeping all the object regions from merging with each other. This kind of topology control requirements can be realized easily in our fast algorithms by incorporating ideas in discrete topology $[3,11]$. In the following, we introduce related concepts in the context of video tracking. For more detailed discussion about topological numbers and discrete topology, see [3].

Let $N_{8}(\underline{x})$ denote the $3 \times 3$ neighborhood centered at a pixel $\underline{x}$ but with $\underline{x}$ removed, and $\Omega_{o b j}$ denote the union of all the object regions $\Omega_{m}(1 \leq m \leq M)$. The topological number of $\underline{x}$ with respect to $\Omega_{o b j}$ is the number of 4-connected components in the set $\Omega_{o b j} \cap N_{8}(\underline{x})$ and we denote it as $T_{o b j}(\underline{x})$. The topological number of $\underline{x}$ with respect to the background region $\Omega_{0}$ is the number of 8 connected components in the set $\Omega_{0} \bigcap N_{8}(\underline{x})$ and we denote it as $T_{b g}(\underline{x})$. According to [3], the pixel $\underline{x}$ is a simple point if both $T_{o b j}(\underline{x})=1$ and $T_{b g}(\underline{x})=1$. For a simple point, its removal or addition to $\Omega_{o b j}$ will not change the topology of $\Omega_{o b j}$.

Based on the idea of topological numbers, a topology preserving level set method was developed in [11] which does not permit any splitting or merging of the curve. Here our requirement is more challenging. We want to allow each region $\Omega_{m}(1 \leq m \leq M)$ to have more than one connected components and they can merge and split at will if they belong to the same object region, but we also want to prohibit the merging of two connected components if they are from different object regions. To achieve this goal, we propose the concept of the relaxed topological number for a pixel $\underline{x} \in L_{\text {out }}^{m}(1 \leq m \leq M)$ as follows:

Definition. For a pixel $\underline{x} \in L_{\text {out }}^{m}(1 \leq m \leq M)$, if the number of object regions that intersect with $N_{8}(\underline{x})$ is $\alpha(\underline{x})$, its topological number with respect to $\Omega_{o b j}$ is $T_{o b j}(\underline{x})$, and its topological number with respect to $\Omega_{0}$ is $T_{b g}(\underline{x})$, then the relaxed topological number of $\underline{x}$ is defined as:

$$
T_{r}(\underline{x})=\min \left(\alpha(\underline{x}), \max \left(T_{o b j}(\underline{x}), T_{b g}(\underline{x})\right)\right) .
$$

If $\underline{x}$ is a simple point, then $T_{r}(\underline{x})=1$ and its addition to an object region will not cause two different object regions to merge. If $\underline{x}$ is not a simple point but $\alpha(\underline{x})=1$, we still have $T_{r}(\underline{x})=1$. This means that the addition of $\underline{x}$ to an object region will cause the merge of connected components from the same object region. For all the other cases, we have $T_{r}(\underline{x})>1$, thus the relaxed topological number at a pixel can be used to prevent the merging of different object regions while allowing flexible topological changes within each object region. Based on this idea, we modify the switch_in() and switch_out() procedure to update $\phi$ and $\psi$ to track the $M$ object regions as we evolve the zero level set. The modified procedures are listed as follows:


Figure 3. (a) The original image and the initial curves(in white). One initial curve is used for each object region. (b) The segmentation result is shown in the region indication function.
switch $\_i n(\underline{x})$ for $\underline{x} \in L_{\text {out }}^{m}(1 \leq m \leq M)$ :

- Step 1: Compute $T_{r}(\underline{x})$. If $T_{r}(\underline{x})=1$, continue to step 2 ; otherwise, exit the procedure.
- Step 2: Delete $\underline{x}$ from $L_{o u t}^{m}$ and add it to $L_{i n}^{m}$. Set $\phi(\underline{x})=-1$ and $\psi(\underline{x})=m$.
- Step 3: $\forall \underline{y} \in N_{4}(\underline{x})$ satisfying $\phi(\underline{y})=3$, add $\underline{y}$ to $L_{\text {out }}^{m}$, and set $\phi(\underline{y})=1$.
switch_out $(\underline{x})$ for $\underline{x} \in L_{i n}^{m}(1 \leq m \leq M)$ :
- Step 1: Delete $\underline{x}$ from $L_{i n}^{m}$ and add it to $L_{o u t}^{m}$. Set $\phi(\underline{x})=1$ and $\psi(\underline{x})=0$.
- Step 2: $\forall \underline{y} \in N_{4}(\underline{x})$ satisfying $\phi(\underline{y})=-3$, add $\underline{y}$ to $L_{i n}^{m}$, and set $\phi(\underline{y})=-1$.

Similar to the case of a single object region, we use a two-cycle algorithm to track multiple object regions. Compared with the algorithm used to track one object, we need to scan through $2 M$ lists $L_{i n}^{m}$ and $L_{o u t}^{m}(m=1,2, \cdots, M)$ in each iteration of cycle one and two to track $M$ objects. After the two-cycle algorithm finishes, we perform a likelihood test for each pixel in $L_{\text {out }}^{m}(1 \leq m \leq M)$ with $T_{r}(\underline{x})>1$ and set its value in the region indication function as:

$$
\begin{equation*}
\psi(\underline{x})=\underset{m \in S_{M}}{\operatorname{argmax}} p\left(\underline{v}(\underline{x}) \mid \Omega_{m}\right) \tag{7}
\end{equation*}
$$

where

$$
S_{M}=\left\{1 \leq m \leq M \mid \Omega_{m} \bigcap N_{4}(\underline{x}) \neq \emptyset\right\}
$$

Here $p\left(\cdot \mid \Omega_{m}\right)$ is the feature distribution for each object region used in (1). By performing this likelihood test, we can assign pixels enforced as background before to proper object regions and enable the final tracking result to have arbitrary topology, such as multiple object regions connecting with each other. With all the regions labeled, the final


Figure 4. Tracking results of the Hall monitor sequence. Frame 41,49,57,65 are shown.


Figure 5. Tracking results of the Tennis sequence. Frame 1,38,45,65 are shown.
tracking result is saved in $\psi$ for the current frame and we move on to the next frame.

In Fig. 3, we illustrate an image segmentation example using our algorithm. The noisy original image shown in Fig. 3(a) is composed of the background region and four object regions. We start with four initial curves to localize the four object regions of different intensities. With our method, successful segmentation is obtained and we show the region indication function in Fig. 3(b). Note that only one of the curve is able to split into two parts to localize two connected components that belong to the same object region. This example demonstrates the power of our method to represent and localize multiple regions with the desired topology.

## 5. Results

In this section, we present some real-time tracking results using our fast level set implementation. All the results presented in this section were run on a 1.7 GHz PC.

### 5.1 Results of Test Sequences

We first present tracking results from three standard test sequences.

In the first example, we track a person in the Hall monitor sequence in CIF format from frame 41 to 65 . The first frame of this sequence is used as a reference frame. The feature $\underline{v}$ used here is the magnitude of the intensity difference between the current frame and the reference frame. A Gaussian distribution is assumed for both the object and background region. As we can see from the tracking results shown in Fig. 4, we successfully tracked the person and his shadow, and topological changes of the curves are handled automatically as he walks in the hallway. For this sequence, the average tracking time is 0.0069 s per frame.

In the second example, we show the tracking results of 65 frames from the Tennis sequence in SIF format. The Y and V components of the YUV color at each pixel are used as the feature. The feature distribution of the object and background region is modeled with a $32 \times 32$ histogram. Using the initial curve, we learn the histogram for each region in the first frame of the video sequence. As shown in Fig. 5, we successfully tracked the player as he moves into the scene. The average tracking time for each frame is 0.005 s .

In the third example, we track the face of the character in the Carphone sequence in QCIF format for 40 frames. The hue and saturation components of the color in the HSV space at each pixel are used as the feature. The transformation of color space from YUV to HSV is performed online. Given the initial curve in the first frame, we learn the distribution of the feature for both the face and the background region and store the results in a histogram of size $32 \times 32$. Even though the head of the character moves dramatically in a cluttered background in this sequence, we are still able to track the face successfully as shown in Fig. 6. The average tracking time for this sequence is 0.0066 s per frame.

From the results of these sequences, we can see that our level set implementation is able to track objects in a video sequence at a rate much faster than the real-time requirement. This makes our algorithm ready to be incorporated into real-time contour tracking systems where only a small fraction of the CPU time can be allocated to the tracking algorithm.

### 5.2 Results from Our Real-time Tracking System

As a demonstration, we have implemented a real-time tracking system which includes video capturing, tracking, motion analysis and the displaying of tracking results. This system runs at 24 frames per second on a 1.7 GHz PC.


Figure 6. Tracking results of the Carphone sequence. Frame 1,20,30,40 are shown.


Figure 7. The block diagram of our tracking system.

A block diagram of our system is shown in Fig. 7. We use the image acquisition toolbox of Matlab to capture video sequences from a WebCam. The captured frame is sent to the tracking algorithm implemented in $\mathrm{C}++$. Tracking results from this module are forwarded to an optional motion analysis algorithm once it is available. After that, the final results are sent back to Matlab for displaying. Then the next frame is captured from the WebCam to continue the tracking process. Currently we use color as the feature for tracking.

We show two examples from our tracking system. For both examples, the size of each frame is $352 \times 288$. In the first example, we track the motion of two hands as shown in Fig. 8. This sequence includes various topological changes, such as the merging of curves, the creation of holes, and the splitting of curves. With this example, we demonstrate that complicated topological changes can be tracked in real-time with our system.

In the second example, we track two objects of different color distributions using the algorithm for the tracking of multiple objects developed in Section 4. In the motion analysis module, we implemented a simple collision detection algorithm by looking for pixels with $T_{r}(\underline{x})>1$. As we can see from the results shown in Fig. 9, when the two objects collide, the boundary between these two regions is labeled in white color. By tracking this interface, we can detect and follow the collision process. Meanwhile the deformation and movement of the two objects are tracked successfully in real-time.

## 6. Conclusion

In this paper, we have proposed a fast level set implementation without the need of solving any PDEs. Real-time results have been achieved for the tracking of both single and multiple objects. With our approach, a real-time video tracking system has been implemented on a standard PC.
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