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Elucidating a Magnetic Resonance Imaging-Based Neuroanatomic Biomarker for Psychosis: Classification Analysis Using Probabilistic Brain Atlas and Machine Learning Algorithms


Background: No objective diagnostic biomarkers or laboratory tests have yet been developed for psychotic illness. Magnetic resonance imaging (MRI) studies consistently find significant abnormalities in multiple brain structures in psychotic patients relative to healthy control subjects, but these abnormalities show substantial overlap with anatomic variation that is in the normal range and therefore nondiagnostic. Recently, efforts have been made to discriminate psychotic patients from healthy individuals using machine-learning-based pattern classification methods on MRI data.

Methods: Three-dimensional cortical gray matter density (GMD) maps were generated for 36 patients with recent-onset psychosis and 36 sex- and age-matched control subjects using a cortical pattern matching method. Between-group differences in GMD were evaluated. Second, the sparse multinomial logistic regression classifier included in the Multivariate Pattern Analysis in Python machine-learning package was applied to the cortical GMD maps to discriminate psychotic patients from control subjects.

Results: Patients showed significantly lower GMD, particularly in prefrontal, cingulate, and lateral temporal brain regions. Pattern classification analysis achieved 86.1% accuracy in discriminating patients from controls using leave-one-out cross-validation.

Conclusions: These results suggest that even at the early stage of illness, psychotic patients present distinct patterns of regional cortical gray matter changes that can be discriminated from the normal pattern. These findings indicate that we can detect complex patterns of brain abnormality in early stages of psychotic illness, which has critical implications for early identification and intervention in individuals at ultra-high risk for developing psychosis/schizophrenia.
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Schizophrenia and other psychotic disorders are severe mental illnesses that cause tremendous human suffering and economic burden. These diseases are diagnosed on the basis of clinical evaluation of symptoms and functional impairment, and no objective diagnostic biomarkers or laboratory tests have yet been developed. Patients show significant group differences, relative to healthy control subjects, on a range of neurobiological and cognitive measures, but at the individual level, these measures show extensive overlap with the normal range and are therefore nondiagnostic. Recently, however, efforts have been made to discriminate patients from healthy individuals by applying multivariate analysis to various data sets of combined measures (1–3).

It is well established that schizophrenia and other psychoses are associated with brain structural abnormalities. Neuroimaging studies have found brain volume decreases in schizophrenia patients compared with healthy controls, with the most pronounced abnormalities in the hippocampus, superior temporal gyrus, prefrontal lobe, and cingulate gyrus (4,5). Thus far, most structural magnetic resonance imaging magnetic resonance imaging (MRI) studies of schizophrenia/psychosis have adopted a region-of-interest analysis or a mass-univariate method, in which statistics are performed on each region/voxel independently. These approaches are advantageous in identifying region-specific differences between groups (6) but can miss signals from different regions/voxels that are spatially correlated and tend to occur together. Further, because there is usually extensive group overlap even for the regions/voxels that are spatially correlated and tend to occur together, these methods are unlikely to satisfactorily discriminate patients from healthy control subjects at the individual subject level.

Multivariate classification methods have been applied to neuroimaging data to address these limitations. Rather than treating each voxel independently from the others, multivariate analysis of image data seeks the best group classification by taking into account multiple voxels simultaneously. Machine-learning-based multivariate methods have been successfully used to differentiate task-specific brain activity in functional MRI studies (7,8), to segment brain structures (9), and to classify with high accuracy individuals in the prodromal phase of Alzheimer’s disease (10).

Recently, these methods have been applied to brain structural images from schizophrenia patients and have resulted in a high accuracy of classification (81.1%) from images of healthy subjects (2). In a follow-up report by the same group, the pattern recognized in schizophrenia–control classification was applied to unaffected family members of schizophrenia patients, and a similar-to-patient pattern was found in family members (11).
Instead of using voxel data as predictors, composite measures including principal components have also been used as features for machine learning, and reasonable classifications have been accomplished using linear discriminant analysis (12) and support vector machines (13).

In this study, we used the cortical pattern matching method (14) to assess cortical gray matter abnormalities in patients with recent-onset psychosis. We further applied the PyMVPA (Multivariate Pattern Analysis in Python, http://www.pymvpa.org) machine-learning package (15,16) to gray matter density (GMD) maps to determine whether group classification at the individual level could be achieved in the early course of psychosis. Cortical pattern matching is an advanced brain registration technique that can achieve accurate anatomical correspondence between brain surfaces. It has proved successful in detecting subtle cortical gray matter changes in normal development and aging and pathologic conditions (14). PyMVPA is a recently developed Python module that integrates and implements multiple machine-learning algorithms for pattern classification suitable for neuroimaging data (15). We applied the sparse multinomial logistic regression (SMLR) classifier (17). It has several advantages—computational efficiency, good classification performance, and the intrinsic feature selection process that makes a separate signal filtering unnecessary.

We hypothesized that cortical gray matter deficits would be present in psychotic patients in the prefrontal, cingulate, and superior temporal regions, on the basis of the convergence of previous findings. Further, we expected that application of multivariate classification based on cortical gray matter patterns would be able to discriminate reliably between recent-onset psychosis patients and healthy control subjects.

Methods and Materials

Participants

Participants were recruited from the Aftercare Research Program and Adolescent Brain-Behavior Research Clinic (ABBRC) at the University of California—Los Angeles. Criteria for identification of subjects with recent-onset psychosis included onset of first-episode psychosis within the past 2 years and a DSM-IV diagnosis of a psychotic disorder. For patients, the baseline clinical assessment interview included a structured diagnostic interview (18) and a review of medical records and collateral information available from family and care providers that contributed to a consensus diagnosis of psychotic disorder. Detailed information regarding reliability and consensus diagnosis procedures are described elsewhere (19,20).

Healthy control subjects were recruited from the same communities as the patients through local advertising. They did not meet DSM-IV criteria for a psychiatric disorder, as determined by direct Structured Clinical Interview for DSM interview, and did not have a first-degree family history of a psychotic disorder or meet criteria for a prodromal state, as determined by Structured Interview for Prodromal Syndromes (SIPS) assessment with the patients and (for minors) their parents or legal guardians.

Additional exclusion criteria for all participants included the presence of a neurologic disorder, drug or alcohol abuse or dependence within the past 6 months, insufficient English fluency, and IQ below 70.

Clinical interviewers underwent a rigorous training protocol to ensure reliability on clinical measures. Certification requires that interviewers achieve “good” to “excellent” reliability (interclass correlations over .75 for all symptom ratings, and kappas of at least .80 for prodromal syndrome diagnoses) on SIPS training videotapes, compared with gold standard ratings developed at Yale University (21,22). Diagnostic reliability on the SCID-I/P (Patient Edition) requires independent rating of a minimum of six SCID-I/P training videos, followed by four live supervised assessments. Interrater reliability was calculated by comparing trainee ratings with gold standard ratings, as described in Ventura et al. (20); trainees are required to achieve a sensitivity kappa of .75 or greater and a specificity kappa of at least .75 regarding SCID-I/P symptoms, as well as 90% agreement on all diagnostic classifications across SCID-I/P assessments.

Thirty-six recent-onset psychosis patients (including four ultra-high-risk individuals who converted to psychosis within 12 months from the scan time) and 36 sex- and age-matched healthy control subjects were included in the analysis. Although most of the patients in the sample had a diagnosis of schizophrenia spectrum disorder (schizophrenia, schizoaffective, or schizotypal disorder), to maximize the sample size, we also included a small number of patients with affective psychosis and atypical psychosis. There were 13 females and 23 males in each group, and the mean (±SD) ages were 19.0 ± 5.2 years and 19.0 years ± 4.8 years for patients and control subjects, respectively. The IQ scores were 104.1 ± 17.1 and 109.2 ± 23.6, and years of education were 11.2 ± 2.6 years and 11.8 years ± 3.0 years, for patients and control subjects, respectively. One patient and three control subjects were left-handed among all subjects. There were no significant differences in age, sex, handedness, or years of education (all Ps > .20). The diagnostic breakdown of psychotic patients was schizophrenia (n = 21), schizoaffective disorder (6), schizotypal disorder (5), bipolar disorder with psychotic features (2), major depression with mood-incongruent psychotic symptoms (1), and psychosis not otherwise specified (1). For 31 patients whose medication records were available, atypical antipsychotic medications had been taken by 16 cases, mood stabilizers by 6 cases, and antidepressants by 9 cases, before MRI scans. Four patients had taken none of these medications before scans. The study was approved by Internal Review Board at the University of California—Los Angeles. All subjects signed informed consent/assent documents after the study procedures were fully explained.

Image Processing and Analysis

All participants were scanned on a 1.5-T Siemens Sonata MRI scanner. A three-dimensional (3D) magnetization prepared rapid gradient echo (MPRAGE) sequence generated 160 contiguous, 1.0-mm sagittal slices. Imaging parameters were echo time/repetition time = 4.38 msec/1900 msec; flip angle = 15°; field of view = 256 mm²; voxel dimension = 1 mm³. For each scan, a radio frequency bias field correction was performed (23). The cerebrum was extracted from the remainder of the head in the image and was divided into left and right hemispheric images. These images were edited manually, keeping cerebral voxels and removing nonbrain tissue voxels. Automated tissue segmentation was performed on each scan to classify the image into gray matter, white matter, and cerebrospinal fluid (24). The gray matter image was retained for further analysis. The hemispheric images were registered to a standard 3D stereotaxic space (25) with nine-degree-of-freedom linear transformations (26). Cortical pattern matching (14) was performed in the standard space, as described below.

A cortical surface extraction was performed to generate both hemispheric surface models for each brain (27). In this process, a spherical mesh surface was continuously deformed to fit the...
cortical surface that best differentiated brain tissue and cortical cerebrospinal fluid, and a high-resolution surface model representing 65,536 brain surface points was created. On each hemispheric surface, 29 anatomic landmark curves following major sulci and seven control curves that delineate the lateral surface and the medial surface were manually traced by image analysts blind to subject demographics and diagnosis. The tracing protocol is available on the Internet (http://www.loni.ucla.edu/~esowell/edevel/MedialLinesProtocol.htm). The reliability of tracing was tested on six standard brain surfaces, and the average distance between the sulcal curves tracing by the analysts and the standard sulcal curves was less than 2 mm in most regions.

The hemispheric surfaces and curves were then flattened to a two-dimensional plane, and average curves were generated by averaging the positions of the same curves across all subjects. The hemispheric surfaces were elastically warped to each other on the basis of matching individual curves to their corresponding average curves, and the coordinate positions of each surface point in their 3D space were preserved. The 3D surface models were reconstructed in the standard space and were transformed back to each individual scan’s native space for GMD sampling.

In each scan’s native space where the segmented gray matter image resided, local GMD was calculated and assigned to each point on the hemispheric surface models. This was done by creating a sphere of 15-mm radius around each surface point and calculating the proportion of gray matter volume within the sphere. The obtained GMD maps were transformed to the standard space for group comparison and classification.

### Statistical Analysis

Student’s $t$ tests were performed to compute differences in mean GMD between patients and control subjects at each brain surface point, and uncorrected P-maps were generated for visualization. Following this, standard permutation tests were conducted to confirm the significance of the overall pattern of differences. We conducted 100,000 randomized permutations (randomly assigning subjects to either patient or control groups, while keeping the total number of subjects per group the same) for the whole hemispheric surfaces. In each permutation, the number of suprathreshold surface voxels for which $p < .01$ was computed, and the null distribution of this statistic was determined from all permutations. Between-group differences were considered significant if less than 5% ($p < .05$) of the results from all random permutations exceeded the actual result. This approach has been used in many prior studies and is comparable to all random permutations exceeded the actual result. Using this null distribution, it is possible to tell how likely it is to observe a certain classification accuracy purely by chance, and conversely it is possible to assign a significance level to the classification accuracy. This would not be possible without knowing the variance in the classification accuracy under the null hypothesis, which the randomization process simulates.

### Sparse Multinomial Logistic Regression Classifier

Briefly, the SMLR classifier belongs to a set of machine-learning approaches that build a classification function from a weighted combination of basis functions, in which the weights are tuned during the learning phase to produce an optimal classification of the training data (17). Sparse means that the weight estimates are encouraged during the learning process to be either high or exactly zero, to make the model more parsimonious, efficient to run, to avoid overfitting, and to improve generalization capacity. To do this, a regularization or penalty function is included during the learning process to promote a sparse model. Multinomial logistic regression is one approach to the multiclass classification problem, in which the features in the images are used as predictor variables, and the output is a categorization (here there are two classes). Basically, for each category, a multiple regression is run to predict the odds ratio that the image falls into that category. The odds ratios are then converted into probabilities, and the most likely class is chosen.

SMLR uses a general linear model (multiple regression) to predict the logarithm of the odds ratio of an image belonging to a specific class. Then, the odds ratio is converted into a probability using a nonlinear transfer function (sum of exponentials), which ensures that all the classification probabilities sum to one across all classes. To see this, we can assume that the training set consists of $n$ examples of data falling into $k$ categories with $p$ explanatory variables. Then, we let $\pi_j$ be the multinomial probability of an observation falling into the $j$th category. Then, we run a multiple regression on the $p$ features to predict the log of the odds ratio that the training example belongs to the $j$th versus the $k$th category (29):

$$\log \left( \frac{\pi_j(x_i)}{\pi_k(x_i)} \right) = \beta_{0j} + \beta_{1j} x_{i1} + \beta_{2j} x_{i2} + \cdots + \beta_{pj} x_{ip}, \quad j = 1, 2, \ldots, (k - 1), \quad i = 1, 2, \ldots, n.$$  

Since all the $\pi$’s add to unity, this reduce to

$$\log (\pi_j(x_i)) = \frac{\exp(\beta_{0j} + \beta_{1j} x_{i1} + \beta_{2j} x_{i2} + \cdots + \beta_{pj} x_{ip})}{1 + \sum_{k=1}^{k-1} \exp(\beta_{0k} + \beta_{1k} x_{i1} + \beta_{2k} x_{i2} + \cdots + \beta_{pk} x_{ip})}$$
Results

Recent-onset psychosis patients showed significantly lower cortical GMD compared with sex- and age-matched healthy control subjects (p < .0002 in 100,000 permutations). As shown in Figure 1, differences were most pronounced in the lateral surface of the prefrontal and temporal lobes, limbic regions along the cingulate sulci, and areas along the parieto-occipital fissures. The primary sensorimotor cortex was relatively spared, as well as the primary visual cortex on the medial surface.

The PyMVPA classification analysis, using leave-one-out cross-validation, accurately classified 86.1% of the patients and control subjects. That is, in both groups, 31 of 36 subjects were correctly assigned to their actual groups, when applying the learned patterns from all other subjects to each individual subject, which gave an accuracy of 86.1% for both groups. Among 1000 permutations of leave-one-out cross-validations, none gave accuracy values higher than 86.1%, ensuring that the classification was statistically significant (p < .001). The accuracy of classification was 84.4% when the four ultra-high-risk converter subjects and four sex- and age-matched control cases were excluded from the analysis (78.1% for patients, and 90.6% for control subjects). When patients with affective psychosis and psychosis not otherwise specified (n = 4) and four sex- and age-matched control subjects were excluded, the accuracy of classification was 87.5% (90.6% for patients and 84.4% for control subjects).

One hundred twenty-nine feature surface voxels were selected by the SMLR process and were linearly combined for the classification (30). The 25% with the highest weights, which constituted 18 clusters and accounted for 59.9% of the total weights, were plotted on the 3D surface to identify the regions that contributed the most to the classification (Figure 2). The regions containing surface points with highest weights included the frontal pole, superior and middle temporal regions on the left hemisphere, and the superior temporal, somatomotor, and subgenual regions on the right hemisphere.

Permutation tests by keeping the original sex ratios for both groups did not change the result for either between-group comparison or classification.

Discussion

Here we applied a unique combination of imaging analysis methods to a sample of recent-onset psychosis patients and well-matched healthy subjects, revealing significant local gray matter deficits that were most pronounced in prefrontal, cingulate, and lateral temporal regions in patients. Using a machine-learning algorithm (PyMVPA), we achieved highly accurate (86.1%) brain-image-based group classification.

Cortical pattern matching, a surface-based registration method using reliable, manually selected anatomic landmarks and a sophisticated warping technique, ensured that interindividual brain anatomic variability was accounted for as far as possible. SMLR, a novel classifier provided by the PyMVPA package, was
used to assign individuals into patient or control groups. Because the SMLR algorithm has feature selection as an intrinsic process, the whole gray matter density maps can be used as the input data, making feature reduction such as principal component analysis or analysis of variance—based filtering unnecessary and avoiding the loss of potentially relevant information.

The prefrontal, cingulate, and lateral temporal regions showed significant gray matter differences between patients and control subjects, consistent with previous findings on schizophrenia/psychosis (4,5). These cortical regions play important roles in working memory, executive function, and auditory sensation and language processing, all of which are impaired in schizophrenic and psychotic patients. These gray matter deficits may therefore underlie such functional abnormalities. The primary sensorimotor cortices and primary visual cortex were relatively spared, probably indicating that these primary cortices are less severely involved in the underlying pathophysiology of psychosis compared with higher order association cortices.

The 86.1% classification accuracy is comparable to the best-performing classifications in prior studies of schizophrenia. This result suggests that even at the early stage of illness, psychotic patients demonstrate some distinct patterns of cortical gray matter differences that distinguish them from healthy individuals. Each individual feature only accounts for a small portion of the classification, and not all selected feature surface points were within the regions of significant difference. The latter pattern is consistent with previous reports (10) and indicates that some discriminative signals could be missed if only features showing significant between-group differences were searched. It is also widely acknowledged in the machine-learning literature that “weak learners,” or classifiers whose performance alone is only slightly better than chance, can be combined to produce a powerful classifier (9). The functional implications of and the interplay among these “discriminative” regions can be the targets of further investigations.

It is interesting to consider how cortical pattern matching deals with sulcal variability and, more specifically, whether greater sulcal variability among patients could contribute to the classification results. It has been noted before that patients may have slightly higher geometric variation in their sulcal landmarks, when data from multiple subjects are mapped to a standard stereotaxic space. This may be true in schizophrenia and psychosis, although the evidence for greater cortical pattern variation in disease is stronger in other disorders such as Alzheimer’s disease (31,32).

If patients are more variable in cortical structure than control subjects, and if a standard registration approach were used without modeling the cortex, then the cross-subject registration errors in cortical anatomy can seriously reduce the power to detect group differences and disease effects. To alleviate this loss of power due to data misregistration across subjects at the cortex, cortical pattern matching matching as far as possible major sulcal landmarks traced by trained image analysts. This process also matches the entire surface model of the cortex across subjects and also performs a higher order matching of intervening surface areas between the major sulci, using advanced mathematical models based on covariant partial differential equations and continuum mechanics. Because cortical anatomic regions are generally defined by these major sulci, the cortical regions are therefore accurately matched. It may be worth noting that volume-based nonlinear registration algorithms cannot achieve highly accurate brain surface matching, as suggested by a recent large-scale comparison study (33).

In situations in which cortical patterns between brains are topologically different, a one-to-one match may not exist at the gross anatomic level. A well-studied example is that the paracingulate sulcus is less frequently present in schizophrenic patients. In such cases, the best conceivable solution is to match accurately what can be matched, and treat that which cannot be matched as unmodeled residual variation. The lack of a sulcus would be likely to be associated with fewer gray matter in that area, which can be perfectly detected by cortical pattern matching using the GMD measure.

In terms of classification, greater sulcal variability, if not controlled for by cortical pattern matching, would reduce the power of a classifier. The reason for this is that the unmodeled cortical variance would tend to reduce the anatomic homology of the gray matter features fed into the classifier as training data, making classification more difficult. Cortical matching was performed explicitly to reduce this source of error.

The limitations of this study include a relatively modest sample size and the heterogeneous psychotic disorder diagnoses in the patient group. Images were visually inspected for artifacts, and those with observable artifacts were excluded from the analyses. We cannot fully exclude the possibility that greater motion in the patient group not resulting in observable artifacts may have resulted in artificial appearance of thinner cortex (34), but in simulations in which potential motion-related cortical thinning was assumed to be global, we showed that classification accuracies were not severely affected (Supplement 1). The accuracy value was derived using a leave-one-out cross-validation, thereby avoiding inflated accuracy due to data overfitting, but a new data set might be preferable in some respects as a test data set. Antipsychotics and other medications had been administered to most patients before MRI scans, and therefore we cannot rule out the possibility that medication effects may contribute to the observed differences. It can be speculated, however, that the medication effect is less of a confounding factor for the purposes of classification, because the times varied considerably across patients, and there is unlikely to be a common brain change pattern related to such a diversity of medications.

Although we focused on cortical gray matter here, classification analysis is not restricted to this particular measure. Measures from other brain structures, other imaging modalities including diffusion tensor imaging and functional MRI, electrophysiology measures, and cognitive and clinical variables can all be integrated into a classification analysis, and improved accuracy could potentially be achieved. Classifiers other than SMLR or combinations of different classifiers can be used to improve classification accuracy as well. Boosting in particular offers one such approach, because it combines many features whose classification performance on their own is only marginally better than chance (i.e., weak learners). Even so, the advantage of boosting is greatest when all the available features are weak, and not much improvement is achieved if strong classifier is already available (35). At the same time, the current methods can be applied in future studies to individuals at ultra-high risk for developing psychosis or schizophrenia. Patterns derived from recent-onset psychotic patients can be applied to ultra-high-risk cases for outcome prediction, and ultimately, patterns from individuals who later converted to psychosis can be used to predict conversion for future cases. An image-based tool is promising for diagnostic use in standard clinical settings and for prediction of outcome among clinically at risk individuals.
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